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Introduction to the EU AI Act



Purpose of

the AI Act

Balance of innovation, 

safety and 

responsibility



Importance of 

Regulation

Stephen Hawkings

Prominent Al-researchers and 

technology forerunners

Nobel prize winners



Overview of

AI in the EU

Very Dangerous = Banned 

Dangerous = Restricted

Not Dangerous= 'Unregulated'
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Key Def ini t ions

ArtificaI Intelligence

Algorithms 

Risk Based Classification



Artificial 

IntelIigence
'CLEAR' Al 

DEFINITION

OECD ALIGNED

GENERAL PURPOSE 

Al DEFINITION

'Technology ag
definition. Varous Al

I
\

systems operate with 

differing levels of 
Jutonomy and 

ieam,ng capJbilities
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'Technology agnostic' 

definition. Various Al

systems operate with 

differing levels of 

autonomy and 

learning capabilities.

The Act also 

categoriles General 
Purpose Al models,

h19hhght1ng the r broad 

funcbonality across 

multiple app ications



The Act also 

categorizes General 

Purpose Al models, 

highlighting their broad 

functionality across 

multiple applications.



Algorithms

Understanding algorithms is 

crucial for grasping how Al 

systems function and their 

implications for society.

How do algorithms shape 

our interactions with Al?



Risk-based Classification
Classification of Al risk levels for compliance and regulation.

UNACCEPTABLE - PROHIBITED
Al <lPOIC4bOllS th6tpose aclear th,eot to 

s.11tety. health,or fundamentalrigMs.! Ire 

c;l;issificd o1$vn.-c;ccpt.ibletilnd ;ire p1ohibitc:d 

under  re9ulation

HIGH RISK - CONFORMITY REQUIRED
H•Qh•nst Al appI,ut,ons requ,re s rongent 

compliance w, th I  teQ1,11eme,ns due to thew 
sign1fi c. !lnl i tn  c tonindf llidull ls rights:ind

$ol fctv.

LIMITED RISK - TRANSPARENCY
Al app ications f fl m ed  l im i te d  l o  rr1sl<s 

but still req1,.reildherenc:e to ove<s•ght

meas1.1e-s to er'ISufe  etn,u1use.

MINIMAL - CODES OF CONDUCT

M,n1maI nsti:Al a  ;; ,t -or is  poseneg!,g ,b le ":."s

,3nd are svbJect to lighter 1egulot0fy SU'ut,,,v.



Classification of Al risk levels for compliance and regulation.

UNACCEPTABLE - PROHIBITED
Al applications that pose a clear threat to 

safety, heal th, or fundamental rights are 

classified as unacceptable and are prohibited 

under regulation.

HIGH RISK - CONFORMITY REQUIRED
High-risk Al applications require stringent 

compliance wi th legal requirements due to their 

significant impact on individuals' rights and 

safety.

LIMITED RISK - TRANSPARENCY
Al appl ications deemed limited have lower risks. 

but still require adherence to oversight  

measures to ensure ethical use.

MINIMAL - CODES OF CONDUCT

Minimal risk Al applications pose negligible risks 

and are subject to hghter regulatory scrutiny.



Classification of Al risk levels for compliance and regulation.

UNACCEPTABLE - PROHIBITED
Al applications that pose a clear threat to 

safety, health, or fundamental rights are 

classified as unacceptable and are prohibited 

under regulation.

HIGH RISK - CONFORMITY REQUIRED
High-risk Al applications require stringent 

compliance with legal requirements due to their 

significant impact on individuals' rights and



HIGH RISK - CONFORMITY REQUIRED
High-risk Al applications require stringent 

compliance with legal requirements due to their 

significant impact on individuals' rights and 

safety.

LIMITED RISK - TRANSPARENCY
Al applications deemed limited have lower risks, 

but still require adherence to oversight  

measures to ensure ethical use.

MINIMAL - CODES OF CONDUCT

Minimal risk Al applications pose negligible risks 

and are subject to lighter regulatory scrutiny.



New Rules for AI



Compliance 

Requirements

Including:

• risk assessments,

• documentation, and

• conformity declarations



High-Risk AI 

Applications

Examples:

• critical infrastructure,

• biometric identification, and

• educational contexts



Process for High-Risk AI

1Conformity Assessment

2Registration

3CE-Marking



Transparency

Obligations

• clear communication

• trust and accountability

• awareness



Enforcement and Governance in the EU AI Act



Important actors 

in the EU

European Commission 

Al Office

Al Board

European Data Protection Board



Penalties for 

Non-compliance
r

up to:

6 % of Global Turnover



Ongoing 

Monitoring

Market Oversight 

Audits 

Assessments



Implications for Stakeholders



Impact on Businesses 

and Developers

Compliance

Information and transparency 

Al Literacy

Exemptions



Exemptions

• military, defence or

• national security 

purposes,

• scientific research

• not placed on market 

(sandbox)



Future Trends in 

AI Regulation

As technology evolves, the EU Al Act sets a 

precedent for future Al governance. Anticipated 

trends include greater international collaboration 

on regulations and adaptation to emerging 

technologies such as machine learning and deep 

learning.
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A short Briefing on the 

EU AI Act

JOEL SKÖLD

LUND UNIVERSITY, INSTITUTION OF FLIGHT AND AERONAUTICAL SCIENCES
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